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ABSTRACT
The identification of condition specific gene sets from transcrip-
tomic experiments has important biological applications, ranging
from the discovery of altered pathways between different phe-
notypes to the selection of disease-related biomarkers. Statistical
approaches using only gene expression data are based on an overly
simplistic assumption that the genes with the most altered expres-
sions are the most important in the process under study. However,
a phenotype is rarely a direct consequence of the activity of a single
gene, but rather reflects the interplay of several genes to perform
certain molecular processes. Many methods have been proposed
to analyze gene activity in the light of our knowledge about their
molecular interactions. We propose, in this article, a population-
based meta-heuristics based on new crossover and mutation op-
erators. Our method achieves state of the art performance in an
independent simulation experiment used in other studies. Applied
to a public transcriptomic dataset of patients afflicted with Hepa-
tocellular carcinoma, our method was able to identify significant
modules of genes with meaningful biological relevance.
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• Theory of computation → Evolutionary algorithms; • Ap-
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1 INTRODUCTION
High throughput technologies are now able to reliably quantify, on
an organism-wide basis, molecular changes occurring in response
to disturbances or diseases. Usually, in a first step, these experimen-
tal results are analyzed using statistical or data mining methods to
generate scores expressing the degree of involvement of each gene
in the process under study. In a second step, one tries to identify
active gene modules by testing whether genes known to co-operate
in some biological process belong to high scoring genes. The draw-
back of this two-step procedure is that it may not identify genes
whose combined action is essential in the process under study but
whose individual scores are too low.

Inspired by the seminal work from Ideker et al. [22], many meth-
ods have been proposed to analyze gene activity in the light of
our knowledge about their molecular interactions. These molecular
interactions provide a convenient framework for understanding
changes in gene expression and for integrating a wide variety of
global state measurements. In the articles on this subject, these per-
tinent sub-network are named "context-dependent active subnet-
works" [20], "functional module" [5], "maximal scoring subgraph"
[14] or "altered subnetworks" [34]. As pinpointed by Rapaport et al.
[33], "a small but coherent difference in the expression of all the
genes in a pathway should be more significant than a larger dif-
ference occurring in unrelated genes". To identify these groups of
genes considered relevant, it is therefore necessary to allow sensible
trade-offs between the involvement of genes in the process and
their proximity. The underlying idea of active module detection
methods is to simultaneously take into account these two criteria:
one based on a measurement of genes activity and the other one
reflecting the proximity between genes composing the subnetwork.

Ideker et al. [22] uses a simulated annealing approach that works
by randomly selecting a subnetwork and then gradually modifying
it by adding or removing nodes until a subnetwork that includes
genes with a high activity level is reached. Inspired by this first
study, other meta-heuristic approaches have been developed, using
for example population-based approaches that maintain and im-
prove multiple candidate solutions instead of a single one [26, 29],
sometimes by integrating prior biological knowledge [9]. One of
the major interest in using population-based meta-heuristics lie in
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the possibility to obtain several good solutions or, when dealing
with multi-criteria, to approximate the Pareto front. Other meth-
ods adopt the concepts of network propagation. They assume that
the diffusion of information in a biological network is similar to
the flow of fluid or heat in a pipeline network. Thus, in biological
systems, values measuring gene activity flow outward along the
network and accumulate in some regions. Regions that accumulate
the maximum flow are then detected as active modules [4, 14, 36].
Somewhat similar approaches consist in performing random walks
on the network (or more precisely biased walks to encourage visits
to the most active nodes) with the idea that the walks are more
likely to remain in subnetworks with high interactions between its
members [19, 32]. Approaches based on greedy algorithms, start
from clusters composed of a single node and gradually extend them
with neighboring nodes in order to maximize the score of the spe-
cific subnetwork [18, 28]. Finally, some methods treat the problem
as a clustering problem [40] or a prize-collecting Steiner problems
[41]. A very recent survey on active modules identification can be
found in Nguyen et al. [30].

In this paper, we propose a population-based meta-heuristic
based on NSGA-II [13] by integrating new genetic operators, i.e.
specific crossover and mutation operators. The paper is organized
as follows: next section formalizes active modules identification
in a biological network; section 3 presents in detail how genetic
operators of the Evolutionary Algorithm (EA) have been adapted
for modules identification; section 4 tests our method called AMI-
NSGAII (Active Modules Identification with NSGA-II ) on simulated
data in order to have a fair comparison with other state-of-the-art
methods. Finally, section 5 apply our framework on real expression
data with biological interpretations of the results achieved.

2 PROBLEM DEFINITION
Contextualized protein-protein interaction (PPI) networks can be
modeled as node-weighted undirected graphs G = (V , E,ω), where
V = {v1,v2, ...,vn } is a set of n nodes (genes) and E ⊆ V ×V is a set
ofm (undirected) edges between pairs of nodes {vi ,vj } obtained
from available interactome dataset.

Let ω be a weighting function such that the set {ω(v),v ∈ V }
contains values indicating the statistical significance of the expres-
sion change of each genev in a specific condition relatively to other
conditions [16]. In such a case: ∀ v ∈ V ,ω(v) ∈ [0, 1].

Our objective is to identify an induced subgraph G ′ = (V ′, E ′)
such that V ′ ⊂ V and E ′ = {E ∩ V ′ × V ′} in such a way that V ′
contains nodes that are both close to each other on the graph and
that are associated to weights significantly higher than the rest of
the nodes. The notion of closeness as well as the way to quantify
the importance of node weights will be more formally defined in
the following section. Such set of nodes is called an active module
in the subsequent parts of the document.

Quantifying the activity of a group of genes is not trivial and has
been differently formalized by many works. In the literature, mea-
sures such as ZA score [22], normalized variance [42], Hostelling’s
T 2 [25] or the unbiased score function of Nikolayeva et al. [31] have
been proposed.

In this paper, we are considering two criteria: the ZA score as
defined by Ideker et al. [22] and an aggregation of the essentiality
of genes, as defined by Jiang et al. [23].

A gene is considered essential when loss of its function com-
promises the viability or fitness of the system [3]. The measure
of gene essentiality, proposed by Jiang et al. is computed as the
sum of normalized expression level variation of its neighbors in
the interactome network. Since our genetic operators are strongly
linked to the neighborhood criterion, the essentiality of each gene
in the neighborhood is a good indicator for the selection of candi-
dates that bolster the generation of better offsprings. In order to
determine the essentiality of genes based on p-values, we use in
the formulae, the z-score associated to the p-value ω(v) (eq. 1).

If we consider N (v) = {n1,n2, ...,np } as the set of neighbors of
one gene v ∈ V of graphG , the essentiality of v , E(v), is defined as:

E(v) =
1
|N (v)|

∑
ni ∈N (v)

z(ni ) (1)

where z(v) is the z-score associated to the p-valueω(v).We compute
z(v) as follows: z(v) = Φ−1(1 − ω(v)) where Φ−1 is the inverse
normal cumulative distribution function [22].

By using E(v), our intention is to favor the choice of genes that
are connected to many hot spots in the network. Thus, we define
our first criteria f1 as the mean of genes’essentiality for all genes
included in the active module. It is formalized in eq. (2):

f1(V
′) =

1
|V ′ |

∑
vi ∈V ′

E(vi ) (2)

The ZA score, as proposed by Ideker et al. [22] is defined in
eq. (3):

f2(V
′) = za =

1√
|V ′ |

∑
vi ∈V ′

z(vi ) (3)

Our objective is to simultaneously maximize both criteria (f1
and f2) without any priority on each of them for identifying groups
of genes with high activation. The problem of active modules iden-
tification can finally be formalized by eq. (4):

maximize
V ′ ⊂ V

F (V ′) = { f1(V
′), f2(V

′)}

subject to |V ′ | ≥ x1,

|V ′ | ≤ x2

(4)

where x1 and x2 correspond to the expected size range for final
active modules. One way to find quasi-optimal solutions for this
problem is to use evolutionary algorithms as NSGA-II [13]. The
algorithm with specific genetic operators, which is the main contri-
bution of this paper, is presented hereafter.

3 PROPOSED METHOD
In this section we describe the evolutionary algorithm (EA) built
for the identification of active modules in biological networks. The
search problem is formulated as a multi-objective optimization
problem considering candidate solutions as sets of vertices (cf. sec-
tion 2).

We use an elitist process based on NSGA-II [13] (see algorithm 1)
for the implementation of non-dominated sorting approach and
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an adaptive rejection threshold is used to eliminate ill-adapted
solutions.

Algorithm 1: NSGA-II
In :sizepop , sizeproblem,pXOver ,pmutation, F = (f1, f2)
Out :an approximated Pareto front

1 t ← 0;Qt ← ∅
2 Pt ← Initialize(sizepop , sizeproblem)

3 Evaluate(Pt , F)

4 while ¬StoppingConditions(t, Pt ) do
5 Qt ← Offspring(Pt ,pXOver ,pmutation)

6 no unneeded package or option Evaluate(Qt , F)

7 Rt ← Pt ∪Qt
8 f ronts ← NonDominatedSorting(Rt )

// fronts={p f1,p f2, . . . }

9 Pt+1 ← CrowdingDistanceSorting(f ronts, sizepop)

10 t ← t + 1
11 return pt

Starting from a population of potential solutions (usually ran-
dom) to the given problem, EA use the principles of evolution and
natural selection to make these solutions evolve, with the aim of
having better solutions at each generation. In the first step, several
of these individuals are created and placed within a population
(line 2 of algorithm 1). During the crossover step (line 5), these
individuals are mated with each other to generate new offspring
(the underlying idea being that some of the offsprings will be better
solutions than their parents). Random changes are also introduced
during the recombination process (line 5), ensuring the possibility
to escape from local minima. After the recombination process, each
individual is quantitatively evaluated using an objective function
called fitness function F that combines eqs. (2) and (3) (lines 3 & 6).
Its goal is to guide the process towards optimal design solutions.
Then, according to NSGA-II procedure, parents and offspring are
joined (line 7) and an elitism procedure is applied (line 8) to give pri-
ority to non-dominated solutions in the Pareto front, thus retaining
them for the next generation. In the last step of the process (line 9),
the algorithm applies a crowding distance sorting to favor spreaded
solutions on the Pareto front. The process is repeated until a stop
criterion is met (line 4).

In the next sections, we focus on different steps for adapting
NSGA-II to our context: how to represent active modules, how to
initialize them, how to cross and mutate them?

3.1 Active Modules Representation
In the context of active module detection, one solution is classically
represented as a binary vector of length n (the total number of
genes contained in the graph G) where the i − th element in the
vector being 1 if the given gene is present in the active module; and
0 otherwise [26].

Since the size of the search space is 2n , this combinatorial opti-
mization problem turns out to be NP-hard [22]: an exhaustive search
for an optimal solution becomes computationally prohibitive when
n is large.

In the identification of active modules, an important property
to ensure (which is often omitted in papers) is the connectedness
of the final subnetwork (i.e. the fact that the active module forms
a single connected component). This detail is important because
without ensuring this property, the identification of the most active
module would be trivial, i.e it would come down to the set of iso-
lated top-ranked nodes in the network, according to the statistical
significance of their differential expression [24].

Conversely, finding active modules by considering a “strong”
connectivity between its genes is not always relevant as biological
networks do not contain every biological interaction that may occur
in vivo (i.e. some interactions aremissing). That is whywe introduce
in this paper a more ”relaxed” connectedness based on a given
distance d .

Equation (5) defines the d-connectedness of subnetwork G ′ ⊆ G
in the network G:

d−connected(G ′,G) ⇐⇒


∀v1 ∈ G ′, ∃v2 ∈ G ′ : dG (v1,v2) ≤ d
and⋃
i
Pi ∪G

′is a connected component

(5)
where dG (v1,v2) is the length of the shortest path Pi betweenv1

and v2 in G. In our experiments (see sections 4 and 5), we consider
d = 2. Intuitively, this property leads to subnetworks that are
composed of a set of connected components Pi , where each one of
these components is d edges (maximum) appart from each other.

This issue is taken into consideration throughout the algorithm,
i.e. during the initialization, crossover and mutation processes. Ex-
planations are given in the relevant sections below.

3.2 Initial Population
Traditionally, the initial population of solutions is randomly built.
However, in order to avoid too sparse solutions (i.e. modules con-
taining too many isolated nodes), we impose, as explained previ-
ously, each module to be 2-connected.

We use the following random process for generating a given
individual: one gene is randomly chosen as the seeded gene s from
the pool of genes contained in the biological network G. Next, a
random neighboring node is added. In order to narrow the search
scope and to stay in the vicinity of s , only neighbors of maximum
distance d from s are taken into account. This process is iterative:
neighboring nodes are added until the final size of the individual is
reached.

We initialize our population P by a set of individuals using pre-
vious heuristic. The number of individuals in the initial population
is user-defined. Similarly, the size of each individual is randomly
defined within a range set by the user ([x1, x2] in eq. (4)).

3.3 Crossover operator
In order for the d-connectedness property to hold for every indi-
vidual, we define a specific crossover operator that maintains this
restriction during the whole evolution process. The goal of the
crossover operator is to combine genetic features of two solutions
extracted from a current population P for generating offsprings.
Offsprings are supposed to contain genetic features of both parents
and are expected to represent better solutions than their parents.
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Let P1 and P2 be two parent solutions (represented in blue and red
in fig. 1) identified thanks to a tournament selection of sizeT on the
population P . In our experiments, we considerT = 4. By computing
shortest paths1 between every vertex of P1 and every vertex of P2
in the networkG , we are able to identify two cutoff points c1 and c2
(circled in orange in fig. 1). They represent crossover points of the
two-point crossover [12] along which genetic features of P1 and P2
can be exchanged.

If the distance between c1 and c2 is greater than d (eq. (5)), the in-
dividuals P1 and P2 are too distant from each other to be considered
for breeding. If the distance between c1 and c2 is lower than or equal
to d , it means that both individuals P1 and P2 can be mated: the
union of P1 and P2 will be used for the exchange of genetic material.
The set S of vertices belonging to the shortest path between c1 and
c2 will also be added to hold the d-connectedness property. But if
all of these vertices are kept, the size of the temporary solutions can
increase very rapidly throughout the evolution process. To avoid
this drawback, a certain ratio r (r = 40−60 % in our experiments) of
the vertices are discarded in offsprings in order for the individuals
to keep a roughly constant size. Vertices to be deleted are taken
from the set of vertices that have a distance greater than d with c1
and c2 as it is presented in fig. 1.

Figure 1: A) Crossover between two candidate solutions (red
and blue) ensuring the d-connectedness. Cutoff points are
identified from shortest paths between two solutions. B) Pos-
sible crossed solution containing genetic material of both
parents plus vertices included in the shortest path (bridge
vertex).

When computing the shortest paths between P1 and P2, one can
argue that several pairs of (c1, c2) may be considered. In that case,
we randomly choose one pair of (c1, c2) such that ci is not a cut ver-
tex in Pi (i ∈ [1, 2]). In graph theory, a cut vertex (circled in green in
fig. 2) is a vertex whose removal increases the number of connected

1Using Breadth-first search algorithm from the "igraph" R package, https://cran.r-
project.org/web/packages/igraph/igraph.pdf

components in the graph (by considering the d-connectedness in
our case).

3.4 Mutation operator
Themutation operator aims to introduce bias in the genetic material
of individuals so as to maintain a certain diversity in the current
population of the EA.

Figure 2: A) Individual selected for mutation (in purple)
and possible d-connected vertices in G (in gray). Mutation
operators consists either in removing one vertex (crossed)
or swaping a gene (marked ’−’) by another one in the d-
neighborhood (marked ’+’). Mutation can not be applied on
cut vertices (surrounded in green). (B) Mutated individual

To hold the d-connectedness in each individual, our mutation
strategy is based on two processes: removal of one vertex in the con-
sidered solution (associated to probability pr ) and swaping of one
vertex with another one in the d-neighborhood (with probability
ps ). Both processes are not applied on cut vertices to maintain the
d-connectedness as shown in fig. 2. Moreover, they are exclusive:
when the mutation strategy is decided, only one of them is applied
with its corresponding probability. In our experiments (sections 4
and 5), we set pr = 0.08 and ps = 0.3.

4 EXPERIMENTS ON SIMULATED DATA
We consider the same simulation experiment used in MRF [36]
method to evaluate our results. In addition to Knode [11] and Bionet
[5] tools, originally used in the study, we add the results of CO-
SINE tool [26] since COSINE also uses a strategy based on EA for
identification of active modules.

https://cran.r-project.org/web/packages/igraph/igraph.pdf
https://cran.r-project.org/web/packages/igraph/igraph.pdf
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The experiment consists in a scale free network that follows
the Barabasi-Albert model of preferential attachment [1] with 1000
vertices containing three clusters of vertices ‘hits’ resulting in a
total of 30 ‘true hit’ vertices. The p-values for hit vertices were
simulated from a truncated Gaussian distribution with a mean of
0.0 and a standard deviation of 0.05, while no-hit vertices have
p-values simulated from a standard uniform distribution [36].

Some methods used as a comparison in the original study do
not guarantee a maximum or minimum amount of genes for the
activated module identified. For example, the Knode method results
in a score for each gene contained in the network where the final
list of genes is selected by the user based on the set of higher score
genes obtained.

On the other hand, Bionet and COSINE output a list of genes
which indicates the largest expressive active module identified. It
is worth emphasizing that Bionet presents high variation in the
number of genes identified and generally identifies a high number
of false positives. However, even without accounting for the false
positives, the true identifications are still generally worse than the
other methods.

The authors apply the three selected methods (MRF, Bionet and
Knode) over 1000 simulations and compare the top 30 genes identi-
fied by Knode and MRF against the true positive genes identified
by Bionet. The recall metric was used to measure the accuracy of
the results, since the limitation of the size of the output in MRF and
Knode can lead to a bias in the identification of false positives.

Given a set G of genes, let TP denote the number of correctly
identified genes within G and FN denote the number of falsely
unidentified genes, the recall of the set G is defined as:

recall(G) =
TP

TP + FN
(6)

Due to a prohibitive execution time, we only selected 50 of these
simulations and compared the results to our approach. We tried to
identify 3 active modules composed of 10 to 30 genes. In addition
to these results, we also added the results of COSINE, using for
each execution a limit of 300 generations and a minimum number
of modules equal to 30. The performance of our analysis was also
evaluated using recall for comparison with the experiments used
in the MRF tool2.

The algorithm was executed three times on each network. For
each interaction, we extracted the best module and set each node
that composes it with p-value equal to 1. The best modules are se-
lected from the first Pareto front, based on the best values obtained
from the fitness function f2 (since the fitness function f1 is only
meant to improve the evolutionary process). In order to compare
with the other tools, we initially filter out from our first Pareto
front modules that contain the smallest number of nodes (usually
10) to decrease the probability of gain from the false positives.

We have obtained significantly better results when compared to
the tools: Knode, Bionet and COSINE, as one can see in the Figure
3. However, we found difficulties in comparing our results with the
MRF tool due to the requirement of proprietary matlab libraries
for its execution. Taking into account the results presented in the
MRF paper, we have a similar performance considering the recall
metric, reaching the best median and third quartile and losing on
2Script used to compare our results: https://github.com/hscleandro/ami-nsga2

Figure 3: Comparison of the ability of the 4 different meth-
ods (our approach called AMI-NSGAII, knode, Bionet and
COSINE) to identify activatedmodules on a single simulated
network. Across 50 trials, our approach identified a greater
proportion of the true hit nodes when they were distributed
across 3 clusters of 10 size each one. The simulation model
used in this analyse is the same one used by [36].

the minimum limit and the first quartile. Both approaches had a
maximum limit close to 0.9.

5 APPLICATION ON BIOLOGICAL DATA
5.1 Gene expression data
We downloaded fromGene Expression Omnibus (GEO) [2] a dataset
relative to a study conducted in 2010 by Roessler et al. [37]. This
study aimed to identify the genes that are the most correlated with
the survival of patients afflicted with Hepatocellular carcinoma
(HCC). HCC is the most frequent malignant tumor in the liver
and the third leading cause of cancer-related deaths worldwide. In
this study (GSE14520), gene expression profiling of 22 tumor sam-
ples and paired non-tumor tissues was carried out on Affymetrix
GeneChip HG-U133A 2.0 arrays.

The values of log-transformed fold-change and p-values were
performed from the comparison between pairs of normal versus
diseased tissue using the limma R package [35], and each gene was
mapped to its respective HGNC symbol [44].
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5.2 PPI network construction
To build our PPI interaction network we used the STRING database
[43] (V10.5). Protein identifiers were also mapped to their HGNC
identifiers using the biomaRt R package [15]. In order to deal with
the presence of false positive protein-protein interactions [27], we
used only interactions with a combined score greater than 700 (as in
[29]) and with a coexpression score different from 0. After filtering
the genes with "high confidence" score, we used the Breadth-First
Search algorithm to extract the largest connected component of the
network, resulting in a total of 5980 genes and 86338 connections.
The node-weight of each gene was initialized to 0 and then set to
its respective normalized value obtained from the gene expression
data.

5.3 Discussion of the results

Figure 4: Venn diagram illustrating the overlapping and the
content of the five identified modules.

In contrast to artificial datasets where the aim was to identify
three active modules and for which the solutions on the Pareto front
could correspond to different modules, here, we obtain 5 highly
overlapping modules (fig. 4). The union of the modules represents
a 2-connected subraph (Figure 5). All the genes belonging to the
identified modules are down-regulated in HCC tumor samples.

Enrichment analysis performed with Gene Set Enrichment Anal-
ysis method (GSEA) [39] on the 23 genes composing the module
highlights numerous annotations, associated with very low (i.e. sig-
nificant) false discovery rate (FDR), related to the metabolic process.
And it is well known that alterations in cellular metabolism are hall-
marks of cancer, and in particular alterations in lipid metabolism
[6].

Gene Ontology (GO) annotations like "fatty acid metabolic pro-
cess" (FDR=1.85 × 10−15), "lipid metabolic process" (FDR=5.02 ×

Figure 5: The identified active module from Hepatocellular
carcinoma sample. The subnetwork contains 23 genes and
32 connections. We highlight 3 submodules from the func-
tional analysis of genes.

10−11), "cellular lipid metabolic process" (FDR=1.16 × 10−10) or
KEGG pathways like "fatty acid metabolism" (FDR=1.64× 10−6) are
predominant in the module. Among the genes involved in metab-
olism, those belonging to Cytochrome p450 oxidoreductase fam-
ily are particularly prevalent in the liver because they encode a
metabolic enzyme which function to metabolize potentially toxic
compounds, including drugs. The implication of Cytochrome p450
in human liver cancer has been known since the early 1990s [17]. In
the identified active module, 6 genes (CYP1A2, CYP2A6, CYP2A7,
CYP2C9, CYP2E1 and CYP3A7) belong to Cytochrome p450 family.
In addition, two genes (FMO3 and FMO5) belong, with CYP* to
the "Drug metabolism - cytochrome P450" KEGG pathway. These
genes are all located in a dense interconnected part of the identified
active module that we call submodule 1 (Figure 5). submodule 1
contains genes over-represented in liver cancer modules 23 and
135 identified by Segal et al. [38] with FDR of 8.08 × 10−9 and
1.26 × 10−8 respectively. Another distinct submodule (submodule
2), that we can distinguish at the center of Figure 5 contains genes
over-represented in liver cancer modules 184 and 221 [38] with
both a FDR of 2.64×10−8. The third set of genes that we distinguish
on Figure 5 (submodule 3) is a set of 4 genes (DAO, AGXT, SDS
and ASS1) that are disconnected to the main network. These genes
are over-represented in liver cancer modules 235 [38] and HCC
subclass S3 identified by Hoshida et al. [21] with FDR of 5.36×10−5
and 4.96 × 10−6 respectively.

Table 1 lists the genes in the identified module along with their
log2 fold change and the Log-rank P value for Kaplan-Meier plot
indicating the correlation beetween their expression level and pa-
tient survival. Log-rank P values were calculated with the Human
Protein Atlas web site3. We can observe that the vast majority of
the genes in the table are correlated with patient survival with a P
value lower than 0.05, which is significant. Another fact that has
3https://www.proteinatlas.org

https://www.proteinatlas.org
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gene log2 Kaplan-Meier reported
name fold change P value cancer gene
ABAT -1.771169846 0.000054 [8][10][21]
ACAA1 -1.528189538 0.0094
ACAA2 -1.444289846 0.076
ACADSB -1.405845846 0.041
ACSM2B 0 0.00033
ACSM5 -2.425903692 0.018 [10]
AGXT -1.759287692 0.000059 [8][10][21]
ALDH1L1 -1.873392615 0.071 [10][21]
ASS1 -1.919088923 0.029
CYP1A2 -5.176932 0.13 [10]
CYP2A6 -4.085117846 0.000054
CYP2A7 -2.738409231 0.0027
CYP2C9 -2.869723077 0.0000028 [10][21]
CYP2E1 -2.974330154 0.0029
CYP3A7 -1.069924 0.044
DAO -1.294707692 0.0023 [8][10][21]
EHHADH -1.539872 0.0048 [8][10][21]
FMO3 -1.715952615 0.00035 [10][21]
FMO5 -0.477961538 0.024
HSD11B1 -2.842528923 0.02 [10][21]
NAT1 -1.342265846 0.052
NAT2 -3.779331385 0.025 [10][21]
SDS -3.082314462 0.024

Table 1: List of the genes belonging to the activemodulewith
their associated log2 fold change, Kaplan Meyer Survival
analysis (P value) and their belonging to published gene lists.
[8] identifies the six hub genes identified by Chen et al. that
are associated with metastasis risk and prognosis in HCC.
[10] refers to under-expressed in the proliferation class in
HCC identified by Chiang et al. [21] identifies genes in the
HCC subclass S3 of Hoshida et al.

.

to be highlighted is that our method allows to identify genes of
interest that have no chance of being detected using only differen-
tial expression. This is the case, for example of FMO5 with a log2
fold change of only -0.47 or ACSM2B whose expression was not
measured. However, ACSM2B is associated with a Kaplan-Meier P
value of 0.00033 and, at this time, little is known about ACSM2B
gene. Boomgaarden et al. [7] reported that ACSM2B encodes for
enzymes catalyzing the activation of medium-chain length fatty
acids. They shown that ACSM2B is the predominant transcript in
human liver, and that its genetic variations could play an important
role in disease susceptibility. There is no other evidence that there
is a link between this gene and HCC but the few facts stated above
make it a potential candidate to play a role in liver disease.

Overall, the low activity of the identified module seems to be
characteristic of HCC development. In an article published in 2017,
Chen et al. identified six hub genes associated with metastasis
risk and prognosis in hepatocellular carcinoma [8]. The six genes
in question are ABAT, AGXT, ALDH6A1, CYP4A11, DAO and
EHHADH. Of these six genes, four are part of the module identified
by our method.

6 CONCLUSION
In this article, we have proposed a new method, AMI-NSGAII, to
identify important subgraphs in weighted-nodes graphs. This study
addresses a biological need to identify one or more sets of genes
interacting together that may be related to a given phenotype. In
the context of biological applications, the weighted-nodes graphs
are constructed by enriching genes in a protein-protein interaction
network with weights representing their activity. Our approach
of active module identification relies on a population-based meta-
heuristic that differs from existing methods in three important
points: i) the use of a relaxed notion of connectedness that we
call d-connectedness, ii) the use of a new crossover operator that
combines d-connected sub-graphs according to the d value, iii) the
consideration, when evaluating potential solutions, of the weight
of the nodes but also of the essentiality of the nodes measured by
taking into account the influence on their neighbors.

We have shown that our method gave excellent result on a simu-
lation experiment used in other studies. We have additionally used
our method to process a real dataset consisting of gene expres-
sion profiling of Hepatocellular carcinoma tumor samples versus
non-tumor tissues. We have shown that AMI-NSGAII was able to
identify sub-networks of genes that are biologically meaningful
and consistent with the findings of previous studies. By analyzing
the results obtained by our method, we highlighted ACSM2B as a
gene that has the potential to play a role in liver disease.

As we manage to optimize two objectives independently (with-
out using a weighted sum between objectives), we obtain a set of
good solutions positioned on a Pareto front. Depending on the data
processed, and also on the number of modules to be discovered,
the Pareto front may contain sets of genes that can be combined or,
conversely, entirely independent subgraphs. Future work will be to
standardize the post-processing of results in order to be agnostic
about the number of active modules on the network.
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